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Abstract

In this paper, we propose a novel framework for tack-
ling the interactive video object segmentation. To deal
with the gradually increasing scribble information, our
framework applies two independent networks for conduct-
ing user interaction and temporal propagation. For the for-
mer part, we adopt an inside-outside single-object coarse-
to-fine structure augmented with a pyramid scene parsing
module for aggregating global contextual information (10I-
Net). For the temporal propagation part, to record the in-
formative knowledge from previous interaction rounds, the
proposed model (MCFBI-Net) adopts a simple yet effective
memory aggregation mechanism based on the Collabora-
tive video object segmentation by Multi-scale Foreground-
Background Integration (CFBI+) method, which fully uti-
lizes the rich information from both foreground pixels and
background pixels. Besides, we introduce the High Con-
fidence Filter and the Background Random Drop Mecha-
nism in this paper to improve the robustness in discovering
challenging objects. Our approach took the 2nd place ac-
cording to J &FQ60s and the 3rd place with AUC score
on interactive track in DAVIS Challenge on Video Object
Segmentation 2020.

1. Introduction

Video Object Segmentation (VOS) plays a significant
role in various potential applications, including video edit-
ing, augmented reality, and self-driving cars, which aims
at separating a foreground object from a video sequence.
In this paper, we try to explore a better VOS approach in
an interactive setting. Comparing with semi-supervised ap-
proaches, which need a fully annotated mask at the first
frame of a video sequence, interactive VOS (iVOS) is more
user-friendly and takes less time in annotation acquirement
since only a few scribbles to complete the prediction of the
entire video sequence. In this scheme, segmentation out-

puts are gradually refined by earning scribbles on the falsely
predicted regions. The whole work-flow to achieve round-
based interactive VOS could be found in the DAVIS-2020
challenge [1]. Inspired by some recent works [5, 10, 9, 7],
in this paper, we propose a novel framework for iVOS
by dividing the whole task into two separate parts: 1)
Inside-outside single-object coarse-to-fine interactive net-
work (IOI-Net); 2) Memory aggregated CFBI+ unsuper-
vised propagation network (MCFBI-Net).

With IOI-Net, we take the sparse multi-object scribbles
and generate the fully segmented mask for the annotated
frame. In detail, for each object in a video sequence, we
firstly extract a rough region-of-interest(ROI) and ignore all
the other parts of the input. Then, the scribbles are clas-
sified into inside scribbles that belong to the current ob-
ject, and the remaining outside scribbles. Both parts are
concatenated and fed into a coarse-to-fine architecture net-
work for segmentation mask generation. For the propaga-
tion part, based on the CFBI+ [8], we introduce a simple
yet effective memory aggregation mechanism into the base
network by maintaining a global memory unit. The mecha-
nism helps the entire network continuously accumulate in-
formative knowledge of the users’ interaction, which fur-
ther boosts the robustness for the object instances with a
great variety of appearances. Furthermore, to deal with the
accumulation of errors caused by an inaccurate interactive
segmentation mask, we design a high confidence pixel fil-
ter to reduce the impact of inaccurate global information.
Since the background usually contains less information, we
randomly drop a portion of background pixels. Combined
with Background Random Drop, this approach further re-
duces the number of reference pixels to ease the computa-
tion workload and accelerate the framework.

By accurately exploiting and gradually accumulating ref-
erence information between rounds, our approach could
further improve the framework performance on object dis-
appearance and occlusion state. Without any bells and
whistles, our approach achieves J&F@60s performance
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Figure 1. An overview of IOI-Net. Our model only considers one target object for each prediction. The prediction process of the piglet
highlighted in Annotation Frame at 2 to 7 interaction round is illustrated. There are only 0 and 1 in scribble masks, even though we have
drawn scribbles in color to facilitate observation. For the first interaction, only inside scribble is provided, since no previous mask or

outside scribble is available.

of 76.2% and AUC performance of 75.4% on the test-dev
set of DAVIS-2017[6]. In DAVIS Challenge on Video Ob-
ject Segmentation 2020[ | ], our approach took the 2nd place
according to J & F@60s and the 3rd place with AUC score
on interactive track.

2. Method

In our approach, we divide the whole interactive video
object segmentation task into two separate parts: An inter-
active handler for user annotated frame, and then a propa-
gation handler is applied to temporally propagate the gener-
ated mask to the entire video.

2.1. Interactive Handler

Rough Region-of-interest(ROI) Extraction. To avoid the
interference caused by nearby similar objects to the predic-
tion, we take a loose restricted area as a region of inter-
est(ROI) and crop the ROI from all channels of input to be
fed into the coarse-to-fine network. According to the exper-
imental results, we choose double as the final scale factor.
In other words, the rough ROI is twice in size of annotated
scribble.

Inside-outside Single-object Coarse-to-fine Interactive
Network (IOI-Net). Inspired by [10], we employ a cas-
caded structure similar to [2]. The first sub-network,
CoarseNet applies an FPN-like[4] architecture. With lat-
eral connections between deeper and earlier layers, the se-
mantic information is fused with low-level details. Then, a
pyramid scene parsing module [ 1] is applied at the deepest
layer for enriching the representation with global contex-
tual information. The second sub-network, FineNet takes
a coarse prediction from the CoarseNet and aggressively
fuses the feature extracted by the CoarseNet across different
levels, which helps recover the missing boundary details in
the generated mask. A single object is processed per predic-
tion, for multi-object scenarios, different objects are respec-
tively fed into the network. As illustrated in Fig.1, the red
pig is separated from the full mask. All the obtained results

are merged according to the confidence pixel by pixel. Only
cropped RGB image and inside scribble mask are feed into
the network for the first interaction, both previous mask and
outside scribble mask are set to zero. For the later interac-
tions, we extract inside and outside scribbles by comparing
the scribble mask with the current processing object seg-
mentation mask, as shown in Fig.1.

2.2. Propagation Handler

Memory Aggregated CFBI+ Unsupervised Propagation
Network (MCFBI-Net). In the propagation part, we treat
the segmentation mask of the user annotated frame gen-
erated by IOI-Net as a reference mask and leverage the
MCEFBI-Net to propagate the informative knowledge of the
reference mask and the previous frame to the current frame
using the pixel embedding. Following CFBI+[&], we em-
ploy the global and local matching map as the soft cues of
the reference frame and the previous frame, respectively.
Both foreground and background are treated equally for
pixel-level matching and instance-level attention to guide
our collaborative ensembler network generating an accurate
prediction.

Different from the semi-supervised VOS who obtains a
fully annotated frame, the interactive setting only provides
few scribbles in each round. The produced global match-
ing map in each round is relatively insufficient for entirely
object segmentation. To accumulate the informative knowl-
edge from the previous interactions, similar to [5], we pro-
pose a simple yet effective memory aggregation mechanism
that improves the robustness in discovering challenging ob-
jects greatly. As shown in Fig.2, a global memory unit is
employed. Formally, let My € Ry, o1, denotes the global
map memory, where n, o, h, w denotes the total number of
video frames, target object, height and width of embedding
feature maps, respectively. G; denotes the extracted global
matching map at time step ¢. We initialize M, with all 1 in
the first interaction and update M, later by preserving the
minimum value of each pixel. For the round of r and the
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Figure 2. An overview of MCFBI-Net with the single scale version of CFBI+[&], i.e., CFBI [9]. Similar to [8], we use red square or F to
indicate foreground and blue square or G is background relatively. The deeper the red or blue color, the higher the confidence. A global
memory unit(GMU) is employed in MCFBI, which accumulates informative knowledge among interactions. We initialize GMU with all 1
in the first interaction and update itself with a matching map generated from F-G Global Matching unit by preserving the minimum value
of each pixel. The updated global map memory could be read for the collaborative ensembler.

frame at time ¢, M" is updated by
MY = min(MEP™1, Gy, )
g g s Tt

The updated global map memory M, g,r could be read for
collaborative ensembler.

High Confidence Pixel Filter & Background Random
Drop. In the actual propagation process, we find out that
foreground pixels generally have higher confidence than
background for interactive segmentation mask. In other
words, the background pixels in the reference image is gen-
erally inaccurate for the propagation network, which di-
rectly leads to the misleading feature map and the chaotic
propagation masks since the background pixels are equally
treated in our network. Therefore, we design a high con-
fidence filter with a threshold 7" = 0.7. Only pixels with a
probability greater than 7" or less than 1 — 7T are taken into
consideration. Moreover, we randomly drop out about 90%
background pixels since nearby background pixels usually
carry similar features. This guarantees a further increase in
the speed of the network with relatively little performance
loss.

3. Experiment
3.1. DAVIS Challenge 2020

We evaluate the proposed framework on the DAVIS-
2017 test-dev dataset [6] with the evaluation metrics of the

area under the curve (AUC), Jaccard, and boundary at 60
seconds (J & F@60s). The IOI-Net is trained only on Pas-
cal VOC [3] and then finetuned on the DAVIS-2017 train-
ing set. Since there is few scribble data available for train-
ing, we use the minimum spanning tree algorithm to fit the
points in the ground-truth mask and generate corresponding
scribbles as a supplement to the training set. For the propa-
gation part, the same setting in CFBI+[&] is applied to train
our MCFBI- Net only on public datasets.

In the challenge, each method is expected to generate the
segmentation mask within 30 seconds per object for each in-
teraction and ranks according to AUC and 7 & F@60s in an
interactive manner. The proposed algorithm ranks 2nd with
the performances of 76.2% J&F@60s and 3rd according
to the AUC score of 75.4% without any bells and whistles.

3.2. Ablation Study

The Effectiveness of Memory Mechanism. We conduct
ablation studies using the DAVIS-2017[6] test-dev dataset
to validate the effectiveness of our proposed memory mech-
anism. we compare our method with and without the global
memory unit, and the result is shown in Fig.3. As the
number of interaction rounds increases, the performance of
the framework gradually improves. Since more informa-
tive knowledge is accumulated, the baseline model with the
global memory mechanism outperforms the baseline model
from the second interaction round and finally achieves a
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Figure 3. J&JF performance on the test-dev set in DAVIS-2017
according to the number of interaction rounds. baseline denotes
the framework that only applies IOI-Net and CFBI+ without mem-
ory unit, High Confidence Filter or Background Random Drop
mechanism. "+’ denotes we add the corresponding auxiliary mech-
anism when prediction.

J&F of 75.2% at the last interaction round. Limited by the
running time, we only update 20 frames in each interaction
round, the final result may be better if the time-consuming
problem could be overcome. The specific numerical results
could be found in Table 1.

The Effectiveness of High Confidence Filter & Back-
ground Random Drop. As shown in Fig.3 and Table 1,
we evaluate the baseline model with High Confidence Filter
and Background Random Drop mechanism. The final re-
sults are illustrated in the yellow line. Comparing with the
baseline model which only applies CFBI+[8] for propaga-
tion, the former model boosts the J&F to 70.9% with an
increase of about 1% at the first interaction round without
memory mechanism. In the subsequent interaction rounds,
the memory unit starts to work and results in a preservation
of performance improvement.

4. Conclusion

In this paper, we propose a novel framework for inter-
active Video Object Segmentation. The entire framework
consists of two separate parts: an inside-outside single-
object coarse-to-fine network for user-interactive segmen-
tation mask generation and a memory aggregated CFBI+
propagation network to separate objects from the video se-
quence in an unsupervised manner. More importantly, we
employ the High Confidence Filter and Background Ran-
dom Drop to further reduce the impact of an inaccurate in-
teractive segmentation mask and boost the performance to
a higher position. The proposed framework takes the 3rd
place according to AUC and 2nd according to J &F@Q60s
on the Interactive Scenario of the DAVIS Challenge 2020
on Video Object Segmentation.

M HCF BRD J&F
v v v 0.763
v - - 0.752

- - - 0.724

Table 1. Ablation study of memory mechanism and auxiliary im-
provement on test-dev set of DAVIS-2017 (J &F) after final inter-
action. M denotes the memory mechanism. HCF and BRD sepa-
rately denote the High Confidence Filter and Background Random
Drop.
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