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Abstract

In this paper, we propose a novel Multi-Referenced
Guided Instance Segmentation (MR-GIS) framework for the
challenging problem of semi-supervised video instance seg-
mentation. Our proposed method consists two passes of
segmentation with mask guidance. First, we quickly prop-
agate an initial mask to all frames in a sequence to create
an initial segmentation result of the instance. Second, we
re-propagate masks with reference to multiple extra sam-
ples. We put high confidence reliable frames in the memory
pool for reference, namely Reliable Extra Samples. To en-
hance the consistency of instance masks across frames, we
search for mask anomaly in consecutive frames and cor-
rect them. Our proposed MR-GIS achieves 76.5, 82.1, and
79.3 in terms of region similarity (J), contour accuracy (F),
and global score, respectively, on DAVIS 2020 Challenge
dataset, rank 4th in the challenge on semi-supervised task.

1. Introduction
Video instance segmentation aims to label each video

frame pixel to instances or the background region, and then
assign consistent IDs to these instances over the video se-
quence. Instance segmentation in videos is beneficial in a
wide range of practical applications, i.e., autonomous vehi-
cle [1, 6], action recognition [3], video summarization [7],
object tracking [13], and scene understanding [4, 14].

In this paper, we propose a novel Multi-Referenced
Guided Instance Segmentation (MR-GIS) Framework for
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the challenging problem of semi-supervised video instance
segmentation, which targets certain objects whose ground-
truth mask for the first video frame is given. Our proposed
method consists of two key ideas as below.

In literature, Nguyen et al. [8, 9] proposed “you should
look twice” in the task of object detection. Along with this
key idea, we propose two-pass guided segmentation, i.e.,
mask propagation based on single-source first for coarse
segmentation and then multi-source for fine segmentation.

Particularly, we propose to propagate masks with refer-
ence to multiple Reliable Extra Samples. We put all high
confidence reliable frames in the memory pool for refer-
ence. Each reference frame influences the results of the
frames in its neighbors, and each frame usually depends on
its nearest reference frame.

To reduce the ambiguity between masks of different in-
stances, we create a guided region [11] in each frame by
expanding the segmented mask in a previous frame with ref-
erence to the current motion of the instance. If the instance
is not segmented in the guided region, we restart object de-
tection and re-identification in that frame and its succeeding
frames.

Second, to enhance the consistency of instance masks
across frames, we find mask anomaly in consecutive frames.
An anomaly occurs when a mask accidentally disappears or
re-appears in a short period, or its size and shape change
significantly. To handle an anomaly case, we use both for-
ward and backward mask propagation to restore missing
segments, and to correct sudden changes in mask size and
shape.
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Figure 1. Overview of Multi-Referenced Guided Instance Segmentation (MR-GIS) framework.

Our proposed MR-GIS achieves 76.5, 82.1, and 79.3
in terms of region similarity (J), contour accuracy (F),
and global score, respectively, on DAVIS 2020 Challenge
dataset, rank 4th in the challenge on semi-supervised task.
We remark that among submissions, our method is the most
stable because our method achieved the best scores in De-
cay of all metrics. Furthermore, our proposed MR-GIS fur-
ther improves the original GIS framework [11] up to 4% in
global score.

The remainder of this paper is organized as follows. Our
proposed methods are presented in Section 2. Experimental
results are then reported and discussed in Section 3. Finally,
Section 4 draws the conclusion and paves the way for future
work.

2. Multi-Referenced Guided Instance Segmen-
tation

2.1. Overview

In this paper, we propose a novel Multi-Referenced
Guided Instance Segmentation (MR-GIS) Framework for
the challenging problem of semi-supervised video instance
segmentation. In general, we process each instance inde-
pendently, then heuristic merge all instance masks similarly
to [5, 12, 11], such as from far to near based on estimated
depth with high priority for rare/tiny objects.

Figure 1 shows the pipeline of our proposed Multi-
Referenced Guided Instance Segmentation (MR-GIS)
framework for each instance in the video. We utilize the
structure of each object, together with its movement flow
and deformable transformation, to create better segmenta-
tion for that instance.

In particular, there are three main steps in the process of
each instance. First, we quickly propagate an initial mask
to all frames in a sequence to create an initial segmentation
result of the instance. Next, we re-propagate masks with
reference to multiple extra samples. Finally, to enhance the
consistency of instance masks across frames, we find mask
anomaly in consecutive frames and correct them.

2.2. Reliable Extra Samples

We propose various strategies to select Reliable Extra
Samples for an instance to create a set of high confidence
reference frames for the instance of interest:
• Removing blurry images or tiny segments.
• Removing frames with sudden changes in instance

mask (anomaly).
• Removing too similar frames (redundant frames).
• Removing low-confidence segmentation results.
• Using weak alignment for checking topological con-

sistency between instances in a pair of frames to re-
move frame with low-confidence instance matching.

2.3. Two-Pass Mask Guidance Segmentation
2.3.1 Single-Source Mask Propagation

We quickly propagate an initial mask to all frames in a se-
quence to create an initial segmentation result of the in-
stance. To improve segmentation, we use our previous
works, i.e., multi-scheme segmentation [12] followed by
guided segmentation [11]. We integrate IRIF [5], STM [10],
PremVOS [2] into the multi-scheme segmentation process
to enhance object tracking and re-identification.

2.3.2 Multi-Source Mask Propagation
We re-propagate masks with reference to multiple extra
samples (c.f. Fig. 2). We put all reliable frames in the
memory pool for reference. However, we further propose
to propagate mask from multiple reference frames, instead
of from a single initial frame. Each reference frame influ-
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Figure 2. Multi-source mask propagation.



Table 1. Ranking results in the DAVIS 2020 Challenge. The rankings in each categories are placed in parentheses. Our results are marked
in boldfaced blue.

# Team Global Region J Boundary F
Mean ⇑ Mean ⇑ Recall ⇑ Decay ⇓ Mean ⇑ Recall ⇑ Decay ⇓

1 Alibaba-Vision 84.1 (1) 81.5 (1) 89.1 (1) 14.2 (2) 86.7 (1) 92.9 (2) 16.1 (2)
2 ReLER 83.8 (2) 81.1 (2) 88.4 (2) 18.1 (5) 86.5 (2) 93.3 (1) 17.8 (4)
3 Hongje 79.5 (3) 77.0 (3) 85.7 (3) 14.9 (3) 82.1 (3) 89.6 (4) 17.1 (3)
4 MR-GIS (Ours) 79.3 (4) 76.5 (4) 85.1 (4) 10.1 (1) 82.1 (3) 90.7 (3) 12.0 (1)
5 DSVOS 76.9 (5) 74.4 (5) 82.7 (5) 20.5 (6) 79.5 (5) 86.9 (6) 23.6 (7)
6 Vltanh 76.0 (6) 73.3 (6) 81.9 (6) 16.6 (4) 78.7 (6) 87.2 (5) 19.6 (5)
7 Bytedance 72.2 (7) 69.8 (7) 76.7 (7) 20.7 (7) 74.6 (7) 83.0 (7) 23.0 (6)
8 DeepDream 64.9 (8) 62.5 (8) 72.1 (8) 24.2 (8) 67.3 (8) 76.7 (8) 27.7 (8)

Table 2. The performance of our methods on the DAVIS 2020 Challenge dataset. Our latest results are marked in boldfaced blue.

Method Global Region J Boundary F
Mean ⇑ Mean ⇑ Recall ⇑ Decay ⇓ Mean ⇑ Recall ⇑ Decay ⇓

IRIF [5] 63.8 61.5 68.6 17.1 66.2 79.0 17.6
CIS [12] 66.3 64.1 75.0 11.7 68.6 80.7 13.5
GIS [11] 75.4 72.4 81.7 11.0 78.4 87.6 12.9
MR-GIS 79.3 76.5 85.1 10.1 82.1 90.7 12.0

ences the results of the frames in its neighbors, and each
frame usually depends on its nearest reference frame.

Similarly to [11], to reduce the ambiguity between masks
of different instances, we create a guided region in each
frame from its previous frame. The guided region is cre-
ated by expanding the segmented mask in a previous frame
with reference to the current motion of the instance, and the
less-potential regions in the frame are filtered out. If the
instance could not be segmented in the guided region, we
restart object detection and re-identification in that frame
and its following frames.

2.4. Mask Anomaly Detection and Correction

To enhance the consistency of instance masks across
frames, we find mask anomaly in consecutive frames. An
anomaly occurs when a mask accidentally disappears or re-
appears in a short period, or its size and shape change sig-
nificantly. To handle an anomaly case, we use both for-
ward and backward mask propagation to restore missing
segments, and to correct sudden changes in mask size and
shape (c.f. Fig. 3).

Guided Segmentation t
Using Guided ROIs

Result of Frame t 
w/o Guided ROIs

Guided ROI Mask of Frame t+1

Figure 3. Anomaly mask detection and correction.

3. Results On DAVIS 2020 Challenge
As shown in Table 1, we obtain very competitive re-

sults. Our proposed MR-GIS achieved 76.5, 82.1, and
79.3 in terms of region similarity (J), contour accuracy (F),
and global score, respectively on DAVIS 2019 Challenge
dataset. Our method achieved the best scores in Decay of
all metrics. Furthermore, we highlight the improvement of
our research on DAVIS competition in Table 2. Our pro-
posed MR-GIS outperforms our previous work (IRIF [5],
CIS [12], and GIS [11]). Particularly, our newly proposed
MR-GIS based on multi-source mask propagation improves
GIS, which is based on single-source mask propagation, up
to 4% in global score.

Figure 4 visualizes segmentation results. From top to
bottom row, we show the first video frame, and a triple of
processed video frames (IRIF [5], CIS [12], GIS [11], and
our MR-GIS, respectively). Our final MR-GIS results suc-
cessfully track and segment the key instances. More visual
results can be found from our websites1.

4. Conclusion
In this paper, we introduce the novel MR-GIS frame-

work for multiple instances segmentation in videos. Our
proposed method consists two passes of segmentation with
mask guidance. To enhance the consistency of instance
masks across frames, we find mask anomaly in consecutive
frames and correct them. Throughout the experiments, our
proposed framework surpasses our previous performance
and achieves a competitive result among the leading sub-
missions.

1https://www.selab.hcmus.edu.vn/vos
or https://sites.google.com/view/ltnghia/research/
vos

https://www.selab.hcmus.edu.vn/vos
https://sites.google.com/view/ltnghia/research/vos
https://sites.google.com/view/ltnghia/research/vos


Figure 4. The visualization results on the DAVIS 2020 Challenge. From left to right: the first video frame with the ground-truth label
followed by results of IRIF [5], CIS [12], GIS [11], and our MR-GIS. The ground-truth of the certain video frame is not publicly available.
Our final results significantly track and segment the instances of interest as annotated in the first frame.
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