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Abstract

In this work we present an approach for Unsupervised
Video Object Segmentation. We build on a semi super-
vised method, Video Object Segmentation Using Space-
Time Memory Networks(STM)[11], for unsupervised sce-
narios. STM stores some of the previous frames and masks
as memory and uses that as temporal knowledge to predict
the masks in the current frame. There is a high possibility
that all the objects are not detected in the first frame hence
we modify the method to add and track the newly added ob-
jects. We noticed that even if an object gets detected in a
frame the mask quality of propagated objects degrades sig-
nificantly sometimes. As the output of STM depends on pre-
vious masks, once the mask quality degrades it is very diffi-
cult to recover good masks. Hence, we also improve masks
in an online manner. We propose a novel selection criterion,
SelectorNet which evaluates the quality of masks. We eval-
uated our method on DAVIS 2019 Unsupervised challenge
dataset and achieved the state of the art performance with
J&F mean 61.6%.

1. Introduction

Video understanding is an important task in computer
vision community with applications ranging from from au-
tonomous surveillance systems, object tracking to sports.
In this work we target the problem of unsupervised video
object segmentation. In unsupervised scenario there is no
information about the objects that needs to be tracked un-
like the semi supervised case in which the annotations for
first frame are given.

Most of the work in video object segmentation(VOS) is
done in semi supervised setting[8, 19]. Unsupervised sce-
nario is much more difficult than semi supervised scenario.
There is no concrete definition of objects which need to be
tracked, the objects that need to be tracked are the ones
which are primary subjects in a video or in other words
which are most likely to get human attention. Due to this

uncertainty some extra objects also get tracked which com-
plicates the problem further by making tracking and identi-
fication of objects more complex. Along with this the prob-
lems in VOS like occlusion, change in appearance of ob-
jects, dynamic addition of objects are still there to make the
overall problem complicated.

In this work we build upon an semi-supervised method,
STM [11] to make it work in an unsupervised scenario. We
add and track objects dynamically. We only use Mask R-
CNN[4] as an extra source of information, we also have a
provision to improve mask in an online manner by using
two independent selection criteria one based on neural net-
work and other based on contour properties.

2. Related Work
2.1. Semi Supervised Video Object Segmentation

In semi-supervised setting the annotations of first frame
are given and they need to segment and track those objects
throughout the video. Many approaches in this field deal
with online learning and fine tuning [8, 16, 19] using the
ground truth information from the first frame. These types
of methods show impressive performance, however they are
not suitable for real time video object segmentation as they
take a lot of time. Some other variations of method involve
mask propagation [12, 6] using previous frames and involve
feature matching [15, 11, 10] of the embedding of the cur-
rent frame with the stored templates. STM [11] is a feature
matching based method that stores information from all the
previous frames in the memory and uses that for current
frame mask prediction. Also it is fast and requires no on-
line learning making it suitable for adaption to unsupervised
scenarios.

2.2. Unsupervised Video Object Segmentation

Most of the previous work on unsupervised video ob-
ject segmentation [20, 6, 7, 17] targets foreground object
segmentation and outputs a single mask for all the ob-
jects. These methods cannot be directly integrated with
multi object scenarios as they don’t explicitly deal with
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Figure 1. Block diagram of Temporal propagation and online selection of masks and addition of new objects(Stage 2)

some of the major problems like tracking, handling occlu-
sion and re-identification of objects. The area of Unsuper-
vised multi object segmentation and tracking of objects is
very recent and not a lot of work has been done in this
field. Some methods like [3, 18], focus only on moving
foreground objects, which might not always be the case
in a generalised scenario. These [9, 21, 2, 14] are some
previous works that tackle the same problem statement as
ours. UnVOST[9] proposes to run Mask RCNN[4] on ev-
ery frame to find object masks and no use of temporal infor-
mation is used for predicting masks. VSD[21] propagates
masks for each object independently using a single object
mask tracker and replaces the mask with Mask RCNN[4]
mask to avoid drift. The closest method to ours is KIS[2],
which uses a semi supervised method, RGMP[10] to propa-
gate masks.The problems with these methods is that choos-
ing only Mask RCNN[4] masks results in inaccurate masks
for blur and fast moving objects and relying only on propa-
gation methods lead to drift.

3. Method
Our framework consists of 3 stages. In the first stage,

Mask R-CNN[4] is used to generate masks for each frame
of the video. In the second stage, the generated Mask R-
CNN[4] frames are used as the first frame input to initial-
ize the STM[11]. In order to improve the mask, we par-
allelly employ 2 different independent criteria for a better
quality mask selection between the current mask obtained
from STM[11] and the corresponding Mask RCNN[4] mask
for an object at each time-step. The objects in Mask R-
CNN[4] which are not associated with any previous objects
are added as new objects. In the 3rd stage, we select the
best of the 2 previously generated masks further improving
the results by recovering lost objects. In the following, each

of the stages are explained in detail.

3.1. Object mask generation

In the first stage, we generate object masks using Mask
R-CNN[4] for all the frames in the video. Mask R-CNN[4]
outputs segmentation mask, object category, confidence
score and bounding box for all the detected objects in a
frame. For every frame, we chose at most 10 masks ranked
using their confidence score and masks having confidence
score below 0.1 threshold are removed.

3.2. Temporal propagation and online selection of
masks and addition of new objects

It is not correct to rely only on Mask R-CNN[4] masks
for every frame as it produces poor quality masks in cases
where there is fast motion or blur present in the videos. Also
the temporal information is completely ignored as Mask R-
CNN[4] operates frame wise. In stage 2, we use STM[11],
a semi-supervised video object segmentation method. Us-
ing STM[11] gives us two major benefits, first one is using
temporal information to predict masks and second helps in
tracking the objects. We initialize it using the first frame
annotation obtained in the previous stage. In STM[11] the
first frame with its given annotations and some intermedi-
ate frames with predicted annotations are stored as memory
frames. The memory frames along with the previous frame
are then used to predict instance mask of current frame. Let
Mt and St be the set of masks produced by Mask R-CNN[4]
and STM[11] for frame t.

Next we need to associate the masks in Mt with St. To
achieve that, at every frame t, a bipartite matching is done
between St and Mt using IOU based cost matrix. We do
an optimal assignment using Hungarian algorithm. Object
masks in Mt having a IOU higher than 0.5 are associated
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to corresponding object masks in St and the rest of the ob-
jects are considered new objects. Now for every associated
object we have two mask proposal one from STM[11] and
other from Mask R-CNN[4]. We use two independent se-
lection criteria to select the better of the two masks.

The criterion 1 is a neural network whose task is to com-
pare two masks and assign scores based on quality of masks.
The architecture consists of feature extractor backbone fol-
lowed by fully connected(FC) layers to further process the
features and regress the scores. The features of two masks
are extracted independently, the extracted features are then
concatenated and passed through FC layers. The output of
network has two heads each giving a score between 0 to 1
which indicated the quality of mask, where 0 is poor quality
mask and 1 is good quality mask. The mask whose score is
higher is chosen for propagation. For feature extractor we
used ResNet-18[5]. The extracted features were flattened
resulting in 1024 sized vector after concatenation. It is fol-
lowed by 2 FC layers, with outputs of size 512 and 2. The
input to the network is a four channel image(binary mask
+ RGB image).We used training data from DAVIS 2017
dataset [13] to train the network. Two samples of each ob-
ject mask were generated one from Mask R-CNN[4] and
other from STM[11]. The mask whose IOU with ground
truth is greater is labeled as 1 and other mask as 0. We were
able to achieve 82% accuracy on held out data. We name
this network as Selector Net.

For criterion 2 we compare the area of the object mask
in frame t to the corresponding object mask in frame t− 1.
We chose the mask whose change in area is less.

Using the above two features stage 2 results in 2 mask
frames resulting from two independent criterion. The com-
plete pipeline of stage 2 is shown in Fig 1.

3.3. Offline selection of masks

After completion of stage 2 for the whole video, we then
use the ensemble of the 2 previously generated results to
capture the best of the 2 results. Selector Net is used to
chose the better mask in this stage. Since we are dealing
with an unsupervised scenario and there can be situations,
where one criteria might chose the wrong mask, leading to
incorrect propagation ahead. Hence, we initially use 2 in-
dependent criteria and then combine them in this stage to
produce more accurate results.

4. Evaluation
We evaluate our algorithm on DAVIS 19 Unsupervised

Challenge dataset[1]. The competition consisted of 2
phases, which are Test Development phase followed by Test
Challenge phase. Each phase contained 30 videos and no
other information regarding the objects or the masks was
given. All of these videos contained multiple objects that
needed to be segmented and tracked. Table 1 and table 2

Figure 2. Comparison of our output(fourth row) with only Mask
R-CNN(second row), STM using first frame from Mask R-
CNN(third row) also referred as vanilla STM.

Figure 3. In this figure we show the output at different stages. The
last row shows the final output which recovers the ball due to en-
semble of criteria.

Table 1. Results in the test-challenge phase.
Team/Method J & F Mean J Mean F Mean
Ours 61.6 58.4 64.7
UnVOST[9] 56.4 53.4 59.4
VSD[21] 56.2 53.5 59.0
IIAI 55.6 53.1 58.2
BLIIT 52.3 50.2 54.4
KIS[2] 51.6 48.7 54.5

show the performance of our algorithm on the test chal-
lenge and test-dev dataset respectively. The ranking for the
competition is based on the test challenge dataset. Our al-
gorithm outperforms previous state of the art algorithm by
a large margin of 5.2% resulting in J&F mean of 61.6%
and achieving first place in the competition. In table 2 we
fall short by a small margin, which shows that our algorithm
performs well on both the datasets. Fig. 2 shows the qual-
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Table 2. Results in the test-dev phase
Team/Method J & F Mean J Mean F Mean
Ours 57.9 52.9 63.0
UnVOST[9] 58.0 54.0 62.0
VSD [21] 56.5 51.7 61.4
IIAI 59.8 56.0 63.7
BLIIT 51,4 51,4 57.4
KIS[2] 50.0 50.0 58.3

itative result of our algorithm on a sequence from test-dev
dataset. It shows a comparison of our algorithm with the
results obtained from vanilla STM[11] in row 3. The cor-
responding Mask R-CNN frame are shown in row 2. The
performance of vanilla STM[11] degrades only after a few
frame as the cars are very small and have similar visual fea-
tures. Due to online selection we are able to obtain better
results than vanilla STM[11]. Fig. 3 shows the result on a
test challenge sequence where the Mask R-CNN[4] masks
shown in row 2 are very noisy. This example shows the ro-
bustness of the Selector Net in row 3 as those noisy masks
are not chosen by it. Also it shows the practicality of us-
ing stage 3 as it helps in recovering lost objects which are
missed by one of the two criteria.

5. Conclusion
In this work we built upon a semi-supervised method for

VOS to make it work in an unsupervised scenario. We add,
track and improve mask in a online manner. We show how
a semi-supervised method can be intelligently modified to
solve the task in hand. We achieved the state of the art re-
sults in challenge data set and were winner of Davis chal-
lenge 2020 in unsupervised track. There are various scopes
of improvements in the method like we can train the whole
pipeline in an end to end manner. We leave this as our future
work.
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